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ABSTRACT The paper catalogues the procedures and steps involved in agrodlimatic classification. 
These vary from conventional descriptive methods to modern computer-based numerical tecliniques. 
There are three mutually independerit numerical classification techniques, narnely Ordination, Cluster 
analysis, and Minisnum spanning tree; and under each technique there are several forms of grouping 
techniques existing. The choice of riumerical classification procedure differs with the type of data 
set. In the case of numerical continuous data sets with both positive and negative values, the siniple 
and least controvexsjal procedures are unweighted pair group method (tJPGMA) and weighted pau 
group method (WPGMA) under clustering techniques with similarity nieasure obtained either from 
Gower metric or standardized Eucljdean metric. Where the nuniber of attributes are large, these 
could be reduced to fewer new attributes defined by the principal cornponents or coordinates by 
ordination technique. The first few components or coordinates explain the maximum variance ia the 
data matrix. These revised attrjbiites are less affected by noise in the data set. It is possible to check 
misclassifications using minimum spanning tree. 

Index terms: graphical classification, ordination, cluster analysis, similarity measures. 

CLASSI FICAÇÃO AGROCLIMÂTICA MÉTODOS TAXINÕMICAS-UMA REVISÃO 

RESUMO - Este trabalho classifica as sequências e procedimentos utilizados em classificaçfo agrocli-
mática. Estes variam de métodos convencionais descritivos e modernas técnicas numéricas baseadas em 
computador. Há três técnicas de cIassificaço numérica mutuamente Independente, chamada de orde-
naçfo, análises de clustes e diagramas de distância mínima; e sobre cada técnica há diversas formas de 
agrupamento das técnicas existentes. A escolha do tipo da classificaçâb numérica difere com o tipo do 
conjunto de dados, No caso do conjunto de dedos numéricos contínuos com valores positivos e nega-
tivos, os procedimentos simples e menos contestáveis so o método da média aritmética (UPGMA) e o 
método da média ponderada (WPGMA) sob técnicas agrupadas com medidas semelhantes obtidas das 
medidas de Gower ou das medidas padronizadas Euclidianas. Onde o número de características so 
grandes, essas poderiam ser reduzidas para poucos novos atributos definidos pelos componentes 
principais ou coordenados por técnicos de ordenação. Os primeiros poucos componentes ou coordena. 
dores explicam a máxima variância na matriz dos dados. Estas caracter(sticas revisadas sffo menos 
afetadas por equivoco no conjunto de dados. Ê possível testar classificaçes equivocadas usando-se 
diagramas de distância mínima. 

Termos para indexaçâ'o classiíicaçâ'o gráfica, chamada de ordenaçfo, anárise de clustes, medidas seme-
lhantes. 

INTRODUCTION 

Climate and its inherent processes form a con-
tinuumvarying ia time and space. Within thc rather 
wide range of atrnospheric conditions an infinite 
variety ofcombinations can appear. It is, therefore, 
natural to attempt groupirig of Idndred dimates 
to obtain a classification that will permit the 
establishment of regional boundaries bètween 
arcas of uniform dimatic conditions. To buildup 
climatic categories is by no means an easy task. 
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The least that can be achieved is a classification of 
climate for specific purposes rather than a climatic 
taxo nomy coniparable with that of plants. In each 
case, a specific set of limiting conditions will 
govem. Hence, thc cimatic classification of a place 
will change with the objective towards which the 
classification is directed. 

The objective of the wider study of which this 
paper is only one component is to idcntify the 
semi-and tropics and to divide these lato agrono-
mically relevant homogeneous zones that facilitate 
the transfer of location-specific dryland technology. 
Traditional crops, varieties and cropping systems 
often do not malte fuli and efficient useof available 
soil and water resources. New techniques of re-
source management which more effectively con- 
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serve and utilize the rainfail and the soil are 
needed together with new crop production systems 
which increase productivity and minimise instabili-
ty. Hundreds of experimental stations throughout 
the semi-and tropics are involved in research to 
increase efficiency of food production. While the 
research output from a single station may not be 
large, the combined output of all of them must 
be considerable. It is also likely that the research 
resulta of any given station are relevant not only to 
immediately adjacent arcas, but to widely dispersed 
regions in the world liaving similar physical 
erwironment. Tliis involves the establishnient of 
guiding parameters for the transfer of technology 
in terma of physical environmental characters to 
identify homnocimes or classification into ronca of 
comparable cimate s. 

Clixnatic classification proceduxes range from 
traditional descniptive (Koppen 1936, Thornthwaite 
1948, Troil 1965, Cocheme & Franquim 1967, 
Ffargreaves 1971, Papadakis 1975, Reddy, Prelo c), 
to modern computer based numerical techniques 
(Sokal & Sneath 1963, Moore & ,Russell 1967, 
Cormack 1971, Sneath & Sokal 1973). The entire 
range can be found in use for cl.imatic as well as 
in sou, biological, ecological and geological classi-
fications (Harbaugh & Merriam 1968, Arkley 
1976, Nix 1975, Russel & Moore 1976, Austin & 
Nx 1978, Austin & Yapp 1978, Russel 1978). 
Solial (1974) presented a classical treatise on 
purpose, principles, progress and prospecta of das-
sification. 

The applicability of numerical taxonomic 
techniques itt global climatic or bioclirnatic or 
agroclimatic atudies is not wdll known. Conven-
tional descriptive methods utilize few attributes 
whuie arcas are grouped using arhitrary class 
intervaLa that can be presented relative to geo-
-coordinates as a continuum. Where many attnibutes 
are considered, numerical tcchniques confer 
advantages. Each location is placed ia context 
relative to ali others. The choice of numerical 
classi.fication procedures differ with the type of data 
set. There are a number of mutually independent 
numerical classification tecliniques and under 
each technique there are several forms ofgrouping 
techniques existing. Any ciassification procedure 
involves a numnber of steps or atrategies, from data 
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coilection through to interpretation of resulta. A 
comprehensive flow chart of titese steps with 
alternative strategies and/or options are depicted 
iii Fig. 1. Simplifying, the basic steps are: 

i) identification of available raw data; 
li) derivation of attributes that define a par-

ticular character of interest; 
iii) computation of sirnilarity matrices, which 

integrate characters into a single entity; 
iv) grouping or ciassification of tite iocations 

using these attrihutes ofsimilarity matrices; 
and 

v) interpretation of tina! results. 
In this paper, an attempt is made to catalogue 

and discuss these different mcthods of classifica-
tion as they apply to dimate and to identify 
similanity metric that integrate the attributes of 
numerical, continuous data sets. 

DATA MATRIX 

The first and major item itt classification is to 
identify availabie data seta. Tbere are two problema 
associated with data coltction, namely availabili-
ty and accuracy. There are several forma of at-
tributes namely binary, numerical etc., but the 
preent discussion is restricted to numerical and 
continuous data seta only. The pnimary raw data 
set may be comprised of observed parameters like 
rainfali or temperature or derived parameters like 
potential evapotranspiration or radiation etc. 

The second step involves the estimation of at-
tributes from the raw data set. Choice of attnibutes 
used ia the analysis is affected both by the purose 
of the anatysis and by the availability of data. das-
sifications are attribute dependent and therefore 
the choice of attributes will iargely affect the 
classification obtained. According to Arkiey 
(1976), to be both comprehensive and most 
effective, the differentiating characters or variable 
crit cria used to form classes shouid contain tbe 
maxiinum possible inforntation; the choice of 
attributesto be included in the classification should 
be such tbat the numnber of parametera are large 
and the, general kinds of parameters inciuded are 
weil represented.Theinciusion of large numbers of 
logically related properties should be avoided as 
they tend to create an inadvertent extra weight 
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to such a group of properties in the classification. 
Two types of attributes can be envisaged, 

namely, general or basic (commoly used) and 
derived (not so commonly used) (Fig. 1). Basic 
attzibutes which are commonly used are of two 
types: (i) statistical parameters, such as mean 
annual rainfail, mean monthly temperature, coef-
ficient,_oí variation (C.V.) of rainfali; (ii) proba-
bilities, such as the probatibility of obtaining 
certain rainfail during specified or fbred amount 
probabilities (Robertson 1976), the rainfail 
expected at certain probability leveis or fixed 
probabilities estimated by using incomplete 
gamma analysis (Hargreaves 1971). Both of these 
two types of basic attributes are generaily derived 
by standard statisticai procedures. Derived attrib-
uteS represent tliose developed from concepts 
which vary according to the purpose of the study. 
These can be divided into three classes: (i) simple 
ratios such as the ratios of rainfail to potential 
evapotranspiration (Hargreaves 1971); (ii) probabi-
listic parameters such as the probabilities of 
deriveci attributes like mean growing season, wet 
and dry spells during the season, and (iii) func-
tionaily derived parameters. Ifthe different derived 
pararneters of basic attributes are interrelated, 
their relationship is first established. Then, using 
this establislied function a new attribute can be 
derived. Tliis new attribute demonstrates the par-
ticular characteristic behaviour of that environ-
ment relative to others. 

Table 1 presents a saniple of data matrbc 
representing 11 Indian locations, each with 
11 agrocimatic attributes. At the bottom of 
this matrix is also presented the mean, standard 
deviation (hereafter referred as s,d.) and range of 
each attribute over these locations. Among these 
eleven attributcs eight ( , , C, W, a,', 0 and A) 
are derived attributes (Reddy, Prelo a) and the 
remaining three (G', W, and D') are derved 
through a functional relationship (Reddy, Preloc). 
One can qualitatively distinguish two groups iii 
Table 1, namèly (i) locations 1 to 4 and (ii) 
locations 5 to 11. In group (1), location lis closer 
to 3; while 2 and 4 show anomalies with rcspect to 
certain attributes. In group (ii), 6 is closer to 7; 
and 5 is closer to 6-7 and 9 is closer to 5-7; 10 i$ 
equidistant from 8 and 11. It appears, however, 

Pesq. agropec. bras., Brasilia, 18(5):435-457, maio 1983.  

that 10 is closer to 8 compared to 11 in the majority 
ofthe attributes, 

SIMILARTY MEASURES 

For better representation of a location, it may 
be iinportant to use more itenis of information 
(attributes). The complexity of dealing with more 
than two attributes can be simplified by attribute 
integration using standard mathernatical functions. 
Ideally, these produce summary coefficients 
representative of locational differences Tbe 
literature is abundant with such measures, Sneath 
& Sokal (1973) grouped these under four types, 
namely probability coefficients; association or 
matching cocfficients); correlat ion coe fficient s 
and distance coefficients (or measure of distance 
or dissi.milarity measure). TJie first twO are not 
used with continuous (numerical) data but are 
commonly used with respect to binary or qualitative 
data, Association and correlation coefficients can 
usually be related to distances. The distance 
coefficients and correlation coefficient along with 
their geometric representation are presented below. 

DISTANCE COEFFICIENTS 

Distance coefficients are of two types non-
-standardized (e.g. Eudidea.rs rnetric, Mean charac-
ter distance (MDC) and stand ardized (e.g. Canberra 
metric, Gower metric). 

Non-standardizod distances 

Several distance coefficients have been proposed 
as measures of inter-individual relationsinps 
(Sneath & Sokal 1973). Coefficients chosen to 
represent the relationship between individuais 
are calculated for ali pairs of individuals from the 
original data matrix. The choice of coefficient 
requires a knowledge of their relative merits and 
the kinds of taxonornlc information produced. A 
geometric model is helpful in understanding the 
meaning of similarity coefficients. IndividuaIs to 
be studicd are tbought of as points lying in a 
multidimensional space, the axes of which cor-
respond to attributes, Let Xhk represent the data 
matrin with li attributes for h locations. 
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TABLE 1. Data matrix representing 11 locations with 11 attxibutes. 

S.N? Location 
G C W 

AttrFbutes 

a G' WD A 

1 Indore 1.3 16.4 19 7.0 2.2 6.0 2.1 2.8 2.3 1.3 00 

2 Rinchi 2.9 16.4 23 7.5 3.4 3.7 1.8 0.7 28 .1.0 00 

3 Mahboobnagar 2.5 16.6 30 5.8 2.7 6.0 2.6 -2.1 1.1 1.3 05 

4 Vishakhapatnam 4.4 16.7 50 5.3 3.3 7.1 4.2 -6.4 0.6 2.4 14 

5 Hyderabad 2.9 12.9 45 4.2 2.5 5.0 2.5 -1.8 -0.5 0.3 13 

6 Sholapur 4.0 11.3 57 3.6 2.0 5.1 3.0 -1.8 -1 .1 0.4 24 
7 Ongole 5.6 11.2 58 3.7 2,2 6.0 3.2 -1.8 .1.0 1.3 24 
8 Ajmer 1.5 7.6 67 3.6 1.8 3.7 2.1 0,9 -1.1 -1.1 30 
9 Chittoor 5.0 8.9 92 3.6 3.1 4.3 3.7 -2.0 -1.1 -0.4 44 

10 Anantapur 4.8 5.2 104 2.7 1.7 3.7 2.5 1.2 2.0 -1.0 52 
11 Hissar 5.9 2.0 170 2.1 1.4 3.0 1.4 2.8 -2.6 -1,7 74 

Mean 	 3.7 	11.4 	65 	4.5 	2.4 	4.9 	2.6 	-0.7 	-0.2 	0.2 	25 
S.D. 	 1.5 	3.3 	42 	1.6 	0.6 	1.2 	0.8 	2.5 	1.6 	1.2 	19.5 
Range 	 4.6 	14.6 	151 	5.4 	2.0 	4.1 	2.8 	9.2 	5.4 	4.1 	74 

	

45 - 	Standard deviation 01 Commencement of sowing rams, weeks 

	

= 	Mean effective rainy period. weeks 

C 	Coefficient cl variation of G % 

& - Mean number of wet and dry weeks within G, waeks 

a & 3 - Standard deviation of wet and dry weeks, weeks 

	

- 	-G', G" is derived through a functional r&ation (d vs C) weeks 

	

W - 	-W'ÇW" Is derived through a functiorial relation (Õ vs M, weeks 

	

DI • 	5-D'. D' is derived through a functional relation (G vs b). weeks 

A 	- 	Percentage crop failure years ar risk In crop production. 

Fig. 2 presents a geometricai represeritation of 
locations A and B space defined by two axes. For 
simplicity it is assumed that each attribute is an 
orthogonal coordinate amenabie to simple Pythago. 
rean geometry. From the trigonometric relationship 
with ABC representing a right angIed triangIe, the 
distance between two locations (AB) is given as: 

AB- à - (BC 2  +CA)'2 - (( x21 ') +  11

+ (x12 _x2)2 	
p 

)Y2 - ( 	(xjk.xjk)2) 
k- 1 

The taxonomic distance dij is related to the 
gecmetric distance by: 

d1 - (42j1p)½ 

This is also lcnown as Euclidean ar Pythagorean 
distance (Table 2, eq. 1 - refer to Table 2 only,  

hereafter). This representa the square root of the 
average of the squared differences between mdi-
vicluala over all attributes (p). d1 measures the dis-
milarity between the individuais i and j. Such a 
measure is sensitive to the magnitudes of the 
difference between the attributes; larger dif-
ferences will contribute a relatively greater amount 
to the sum of squares of the differences. To prevent 

excessive dominance by attributes with large 
differences, prior data standardization is usually 
required. MCD is also known as Manhattan or City 
biock metric (Cain & Harrison 1958) representing 
absolute average differenc'e between individuais 
(eq. 2). 

The above two measures could be standardized 
either by dividing each difference by the standard 
deviation of the locations (s.d.)k  - eqs. 6 & 9 - or 
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by the range rk of the respective attributes (k) - 
eqs. 8 & 10. The standardized dissimilarity metric 
can be expressed as similarity metric by S3 - 1- dj. 
Squared standardized Eudidean distance is known 

x 

Attribute 1 
x21 	 (Character 1) 

FIG. 2. Geometric presentation ot similerlty measures. 

TABLE 2. Different forms of distance measuxes. 

as Mahalanobis. generalized distane. If the 
standardization is made using standard deviation 
then the squaxed Eucidean distance is also known 
as Burr standardized squared Eudidean distance 
(eq, 7). 

1n tbe above two metjiods, the squared or 
absolute difference specifies the importance of 
magnitude rather than to the sign of the dif-
ference. Uowever, the resultant magnitude iii both 
cases differs substantially because it represents a 
second orer difference in the forrner, and first 
order difference in the latter. 

Standard lzed distances 

The Canberra metric (Lance &Williams 19671). 
is defined as the average of the ratio of absolute 
diffcrence by the total of the two entities. Its use 
is restricted to positive values only, unless a cor-
rection to the denominator is made. Such a 
procedure was suggested by Gower (Sneath & 
Sokal 1973), and is apphed as (Ixi + xji ). By 

Measures of distance 	 dij 	 Eq. N? 

(a) Non-standardized metricl 
Euclidean metrlc 	 (( E 	X2)/p)'F'_ E 

k- 1 

MCD 	 (E  P. Ixhip -M 	 2 
k-1 

(b) Sterdardizedmetric: 
Canberra metric (E 	(lxi I(xik+xJk))fp 3 

1 

Bray-Curtls metric ( E 	xl 	(x 	+ xi.) 4 
- 	k- 1 k 	1 

Gowermetric 1 T. 	(1 
k. 

	

rk 
5 

1  

Stardardized Euclidean metric E154k 6 

Burr Standardized Euclidean metric (E/$.dk) 2  

Euclidean metrjc with range E/rk 8 

MCD with id. M/s.d.k 
MCDwithrange Mfrk 10 

• Represents the similarity coetficient: S1 - 1 - d 11  
rk Range of attribute k;i.d.k  - Standard deviation of ettrjbute k; 
X= 
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using J xjj i.nstead af ijJ 	that the resuking 
distances change completely and tiereby tlie 
whole final system. For example let us consider 
four locations with an attribute - 4, 8, 12, 16. 
Then the corresponding distances in these two 
cases are: 3, 2, 513 and 1, 1, 1. In the former 
they are highly dissirnilar while in the latter they 
are highly similar. 

Bray & Curtis (1957) suggested a slightly dif-
ferent similarity metric (eq. 4). The difference 
between the Canberra metric and the Bray & 
Curtis (1957) measure is that, in the former, 
the distance represents the sum of'the average 
absolute differences of attributes divided by tlie 
sum totais. lis eq. 3 both the numerator and de-
nminator carry a summation symbol; the ratio 
tends to be greatly influenced by occasional 
outstanding values. By contrast in the Bray & 
Curtis (1957) measure (eq. 4) the outstanding 
differences can only contribute to one of the 
fractions and so does not come to dominate the 
index (Clifford & Stephenson 1975). li will be 
noted that both the Bray & Curtis (1957) and 
the Canberra measures of disslxnilarity involve 
at each stage only the pair of entities under 
consideration. 

The general similarity coefticient of Gowej 
(1971) is similar to MCD but is divided by the 
range, taldng into account both positive and 
negative values (eq. 5). In this there is also a 
provision to givç weights or masking to different 
attributes. The MCD presents the dissimilarity 
measure (d) while the Gower metric presents the 
siinilarity measure (S). At each stage it considers 
the entire population in terms of the range (rk) 
of a particular attribute k. 

The basic differences among these distance 
measures stem from three factors (i) use of 
absolute difference of squared difference between 
pairs in the numerator, (ii) use of population 
range or s.d. of an attribute or pair sum of attributes 
in the denominator with a summation on the 
numerator; (iii) use of single summation for both 
numerator and denominator with pair sums of 
individual attributes in tbe denominator. The lat-
ter two contribute to the major differences iii 
similarity matrices. The simflaxity matrin obtained 
with population range or s.d. iii the denominator  

does not change the original order obtained by tbe 
numerator.Therefore, ir works as a true standardiza-
tionprocedure, retaining the original order shown 
by tise data matrix. 

CORRELATION COÉFFICIENT 

The Pearson product-moment correlation coef-
ficient ranges between -1 and +1, Boyre (1969) 
presented the correlation coefficient in terms of 
the angular measure as (Fig. 2): 

d j -2-2 cosO; 

if O is zero, then the two locations A and B lie 
on the sarne straight Une passing through the 
origin 'O'. This means 'ik - ax.k for ali values of k 
where x&  and Xjk  represent tJe values of the ktl 
attribute for locations i and j, 'a' is known as 
proportional constant, while in this case, the 
correlation coefficient is unity (+ve if both A and 
B lie on the sarne side of the origin and -ve if 
they lie on opposite sides of the origin).. This 
suggests that angular measures or correlation 
coefficients are not correct measures to represent 
true distance between any two locations iii terms 
of their attributes. The product moment correIa-
tion coefficient (c.c.), therefore, ignores the 
proportional differences being equal to the cosine 
of the angIe between two locations when the 
attributes of the respective locations are expressed 
as deviates from the mean of ali attributes. The 
new data matrix of the individual stations is 
represented by zero mean and unir variance. 
Therefore the c.c. is nonmetric. When converted 
to some simple. complementar7 form, cor-
responding to distances, ir does not obey the 
triangle inequality and ir can also be shown 
that perfect correlation could occur between non-
identical individuais. These properties of the 
correlation coefficient limit its applicability and 
ir is therefore regarded as inappropriate (Web ster 
1979). 

More appropriate and mathematically sound 
similarity measures for numerical (continuous) 
data appear to be the standardized Eucidean 
rnetric and Gower metric. 
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STANDARDIZATION AND TRANSFORMATION 	advantages and disadvantages in their application 
to climatic classification studies. 

Smith (1976) suggested severa1 standardization 
procedures. The s.d. in the case of second order 
deviations (Euctidean metric), the equivalent of 
variance ((s.d.k)2)  in the case of squared Eudidean 
metric, and range in the case of first order metric 
such as the Gower metric represent mathematical-
ly appropriate standardization procedures. Using 
the data matrix of Table 1, the similarity measures 
were computed using eqs. 1 & 2 and standardized 
both by the range and s.d. (eqs. 6, 8-10). These 
resuits suggest that the magnitude of similarity 
measures (Table 2) obtained by using range 
standardization are lower than those obtained 
using s.d. When dispersion is more among the 
attributes of the two locations, the ratios are 
slightly more comparcd to the contrary situation. 
Sometimes these small variations of individuais 
may be sufficient to alter groups. Results emphasize 
the fact that the new way of standardization is no 
way superior to the conventional procedures 
Euclidean metric by s.d. and MCD by range 
(the iatter represent the Gower metric) - eqs. 
5 and 6. 

Smith (1976) also suggested data transforma-
tions. By transformation undue weight is often 
given to some attributes with square root or 
exponential transformation, the distortion in the 
original data is too large and tails off to one 
end which reduces the range of variation. This is a 
weakness in any ciassification procedure. This 
procedure is generaily used to derive the relation-
ship between two parameters if they are curvi-
iinearly related by converting curvilinearity to 
linearity before regression. Ivimey-Cooi (1969) 
states that it is difficult to produce an absolute 
justification for this course of action in every case, 
bur, on the other hand, there is no special virtue 
in the conventionally uscd linear scale of 
measurement. 

GRAPHICAL PROCEDLJRES 

The general pract ice is to present the spatial 
distribution of an attribute in geo-coordinates. 
Zones are identified by dividing the attributes at 
discrete intervais. These studies are not only based 
on observed climatic parameters such as rainfail and 
temperature but also on derived parameters like 
potential evapotranspiration. Details on some of 
the graphical procedures were presented by 
Reddy (Prelo c). Inthese studies, ciinate is classified 
using attributes one at a time. Climatic boundaries 
were chosen arbitrarily, corresponding to certain 
criticai vaiues of vegetation types. Fiowever, 
since the limits are more subjective, they cicariy 
reflect personal Lias. 

The second graphicai procedure is the shading 
of arcas of equal similarity measure. The wideiy 
used siinilarity measures are the correiation 
coefficient (Rao et ai. 1972) and principal coordi-
nates or components (Dyer 1975). The aims of 
such studies are twofold: identification of homo-
cumes, that can be used as a predictive measure. 
This approach, however, is limited to regional 
studies only. 

The first graphical procedures are in wide use 
at both regional and global scale, the second is 
in use only in the regional scate studies. These are 
traditionai descriptive approaches that are limited 
iii the number of attributes while limits used in the 
demarcation of boundaries reflect the personal 
Mas of the climatoiogist. The major advantage of 
these procedures is that they represent the cnn-
tinuum in geo-.coordinates which facilitate inter-
pretation and assist validation of resuits. Also, ir 
is easy to fit new locations into these groups and 
also ir is easy to remember these groups. 

NUMERICAL PROCEDURES 

CL.ASSIFICATION PROCEDLJRES 

Classification procedures can be divided into 
graphical and numerical. The former represents 
the traditional approach while the Iatter represents 
more modern computer techniques. Each has 
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Numerical methods have become feasible in 
recent years with the advent of computers. In 
general the human brain is unable to manipulate 
any considerable mass of data in an integrated 
fashion. The computer is no more efficient than 
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its program and may be as efficient as a highly 
trained taxonomist. Under the numerical proce-
dures there are thrce mutuaily exclusive techniques ;  
Ordination, Cluster analysis and Minimum 
spanning tree (MST). 

Ordination 

The two common procedures that are in wide 
use are principal component analysis and principal 
coordinate analysis. 

Principal component anaysis (PCA) 

In the PCA first rows are standardjzcd (unit 
variance, zero mean) to give a square matrix of 
moment correlation coefficients between pairs 
of rows. Computing the principal components of 
this matrix involves the computation of its Eigen 
values and Eigen vectors, The importance of these 
vectors is that they are orthogonal. In other words, 
a large proportion of the dispersion engendered 
by the n rows over them columns rnay be accourttcd 
Cor by p dirnensions. PCA can also be carried out 
on a variance-covariance matrix (Craddock & 
Flood 1969, Craddock 1973, Barnett 1977). 

The p norinalized vectors give the directions 
of a set of p  orthogonal axes in pdiniensional 
space and are known as the principal axes. The 
linearly independent principal components are 
ranked in termsofthe amount ofthe total variance 
•each component explains. The first component 
explain the Iargest proportion of tlie data variance. 
The second component is orthogonal to the first 
and explains the second largese amount ofvariance 
and so ori. Most of the variance in the original data 
matrix can be explained by a few new components 
often as few as three principal axes will suffice. 

PCA adheres strictly to tlie geometry of the 
original Euclidean mode!, S'ituationswhen principal 
components can be interpretedin any physical 
sense is largely fortuitous; principal components 
are mathematical constructs, and do not neces-
sarily have any physical meaning. There have been 
numerous attempts to obtain meaningful variates 
from combinations of others using methods that 
are known coliectively as factor analysis (Cateil 
1952). These are simple analytical rotation of 
principal components. 

Principal coordinate analysie (PCO) 

The PCO technique developedby Gower (1966) 
is an important advance in ordination techniques. 
He has shown that with a suitabie measure of 
similarity or dissirnilarity between individuais, 
coordinates can be found relative to principal 
axes. The first step in the analysis is to calcuiate 
a distance between every pair of rows, i and j 
or, from similarity indices, S1j by scaling in the 
range O (for maximuin possile dissirnilarity) 50 

1 (for identity) and d.. (2(1 Sj)Y'. From these 
distances a matrix Q can be formed with elements-
-qjj - 112 di.. The matrix Q is now adjusted by 
su&racting fom each element the corresponding 
row mean (q) and column mean (q)  and adding 
the grand mean (q). Thus, the new matrix F can 
be formcd with elements 

+q 

The latent roots and vectors of F are found, 
and the vectors are arranged as columns in nxn 
matrix; the rows representing coordinates of the 
individuaIs. The vectors are normalized so that 
the sums of squares of their elements equal their 
corresponding laterit roots. This transforms the 
matrix F into a new matrix G. Gower shows 
that when this transformation is made, and starting 
from the matrices Q  &F defined above, the distance 
between any two points i andj, whose coo rdinates 
are t}le ith and ith rows of G, equals dlj . The 
latent vectors scaled in this way represent exactiy 
the distances between individuais and defines their 
positions retat ive to principal axes. 

When the starting matrix consists of Euclidean 
distances, PCO gives results identical with those 
of PCA. This means mathematically that both 
are similar, but PCO is more flexible in terms of 
similarity measures. However, Web ster (1979) 
states that although PCO is more versatile than 
classical PCA, the latter is preferable: while Sneath 
& Sokal (1973) identified many advantages of 
PCO over PCA. However, both suffer from dif-
ficulty in interpretation as coordinates or com-
ponents do not contain the physical meaning. One 
important feature iii these studies is the dimen-
sional reduction. When p is considerably large, 
the dimensons can be used as new attributes with 
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less noise and may be used to represent the spatial 
variation iii geo-coordinates as iii the case of 
graphicai presentation. 

As an example, PCO was carried out using the 
data matrix presented in Table 1 with the squared 
standardized Euciidean metric. The resulis of the 
first three coordinates are depicted iii Fig. 3. 
Locations in coordinates 1 and 2 have a concave 
while coordinates 1 and 3 have a convex distribu-
tion. In this diagram, the arrangement oflocations 
into finite groups is subjective. 

PCA was used by Dyer (1975) to forecast rainfail 
and to minimize rainfail coilection network by 
identifying hornogeneous zones iii South Africa; 
Willimott (1977, 1978) to ciassify California into 
homogeneous zones; Gadgil & Joshi (1981) to 
classify India into homogeneou's zones and Reddy 
& Virmani (1982) to classify the semi-and tropical 
India and West Africa into homogeneous zones. In 
these studies dimatic attributes differ; Gadgil & 
Josbi (1981) useci pentad rainfail (72 attributes for 
52 locations); Reddy & Virmani (1982) used three 
different attribute sets, namely (i) rnonthly rainfail 
(12 attributes); (ii) average weekly rainfail (52 at-
tributes); and (iii) weekly probability of getting 
10 mm/week or more (52 attributes) for 81 loca-
tions (43 Indian + 38 Niger). Thefr arca of study 

F 1 G. 3. Presentation of the 11 locations In tIie first thrõe 
principal coordinates or components. 
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varied from local (Dyer 1975), to regional (Gadgil 
&Joshi 1981, Wilhimott 1977, 1978) and intercon-
tinental(Reddy & Virmani 1982) scale. It is 
evident from these studies that if the proposed 
dassification is only to subdivide a amall region 
within a uniform general circuiation pattern, 
the proposed classification looks quite satis-
factory (Dycr 1975). In such studies one 
interest is to differcntiate degree of local dif-
ferences caused by orography, vegetation 
etc. Sometirnes thesc differences are visually 
evident. If the intercst is to group a nation or 
nations which have wide circulation patterns 
superposed on regional or local dissimilarities, then 
the proposed classification perforsnance is less 
adequate, with many anomalies (Cadgil & JosM 
1981, Reddy & Virmani 1982). A problem 
asso ciated with using both correlation or covariance, 
is that the mean of each station record does not 
influence the levei of similarity between station 
recorda as these coefflcients describe deviations 
about means. As a result, stations with highiy dif-
ferent means could be identifled as being similar 
when they are not (Reddy & Virmani 1982). 

Clustoring tochníquol 

Clustering techniques seek to form 'clusters', 
'gI'oups' or cla.sses' of individuals, such that indi-
viduaIs within a cluster are more similar in some 
sense than individuais from different clusters. 
Williams (1971) classifica clustering procedures 
(Fig. 1) into nonexcIusive (overlapping) and 
exclusive (nonoverlapping). The overlapping 
procedure isof little use in the agroclimatic stu&es. 
Exclusive classifications are divided into extrinsic 
and intrinsic. Extrinsic procedures are monothetic 
divisive strategies used with qualitative data seta. 
Tbese programs are not well developed (Clifford 
& Stephenson 1975). In an intrinsic classification 
all attriburcs used are regarded as equivaient. 
Fager & McGowan (1963) have initiated a non-
-hierarchical method of spçcies classification 
wherc recurrent apecies groups with defined char-
acteristics have been obtained. Techniques for 
non-hierarchical types are further divided ixito 
serial optirnization of group structure, and 
simultaneousiy optisnization of group structure 
(relatively undeveloped). 



AGROCLIMATIC CLASSIFICATION 
	

445 

Hierarchical nonoveriapping classification pro-
duces groups whose reiationship to one another 
are readily expressed in two dimensions, generaily 
in the form of dendrogram. It is difficut to predict 
how many groups may be required. It seems 
this can best be decided by a process of trial and 
error. This reflects personaljudgement or personal 
bias. Typically it appears best to generate an 
excess of groups and fuse some of these later. 
There are two basically different approaches of 
hierarchical classification procedures, monothetic 
divise and polythetic agglomerative. The first 
involires subdivision of the entities to be classified 
by one attribute after ano ther considered in 
sequence (the classic cimatic dassification pro-
cedures). The second aggregates individuaLs 
into groups on the basis of their overail similarity 
with respect to ali attributes considered simulta-
neously; a preferable approach. There are eight 
main fusion (classi.fication) strategies that are non-
-overlapping, intri.nsic, hierarchical, agglomerative-
-polythetic clustering tcchniques. FUSE (Turkey 
1954) was designated as a package for the 
"exploratory analysis of data". 

The basic procedures are similar. Beginning 
with the inter-individual similarity or distance 
matrix the methods fuse individuais or groups of 
individuais which are closest (or most similar), 
and proceed frorn tbe iiiitial stage ofn individuais 
to the final stage iii which ali individuaIs are in 
a single group. Differences between methods 
arise because of the different ways of defining 
distance (or similarity) between an individual 
and a group or between two groups. This suggests 
that the clustering techniques do not follow the 
hierarchy as presented above (WiIiiams 1971) 
but they ali reprcsent different modes of fusion 
strategies and are based on the attributes state, 
type of groups reguired. All follow the sarne 
horizontal lime rather than vertical limes asclepicted 
in Fig. 1. 

Using agglomerative-polythetic clustering, eight 
common strategies are available (Fig. 1). They 
are: 

(i) NN - nearest neighbour or single linkage; 
(ii) FN - farthest neighbour or complete linkage 
(iii) UPGMC (Centroid: unweighted pair group 
centroid method); (iv) WPGMC (Mediaxuweighted  

pair group centroid method); (v) UPGMA 
(unweighted pair group method using arithmetic 
averages); (vi) WPGMA (weighted pair group 
rnethod using arithmetic averages) (vii) IS - 
incrementai sum of squares or minimum variance); 
and (viii) FB- flexibie sorting, (Lance & Williams 
1966, 1967a; Burr 1968, 1970). Lance & Wil-
Iiams (196'6) generalised these under flexible 
fusion strategy. They are given as follows 

Fusion stratogies 

The generalised flexible strategy is expressed 
as: 

dhk. a.  dhj + a. dh. 0dij + 7 1 d11 - dhj 

where the parameters aj, aj and ' determine the 
nature of the sorting stratey; h, i and j are three 
groups containing n, nj and flj rows respectively 
and with intergroup distances dhl ,  dhl and d 1 . Here, 
dj s considered as the smallest of al1 distances, 50 

that i and j fuse to form a new group k with 
(n si) elements. 

Fig. 4 depicts the graphical representation 
of this equation. In the figure, if dhi < dhj and h 
consists of one location (ah-  1), i consists ofthree 
locations (n - 3) and j consists of two locations 
(n - 2 & nk - 5), then new distance djjj formed 
afer the merger of i and j, differ under different 
(usion strategies (Table 4), for example: 
NN dhk. dhj 

NF: dhk.dhj 
WPGMA: dbk.  0.5 (dhj dhj) 
UPGMA: dhk. (315) dhi. (215) dhj 

WPGMC:di.&. 0.5 (dhi + dhj) - 0.25 dij 

UPGMC:dhk. (315)  dh (215)  dh -(3/5)(2/5)d 1  

FB: dhk. 0.625 (41. dj) - 0.25 d1  

IS: dhk - (((3 + 1)1(5 + 1)) dhf + ((2 + 1))! 
(5 + 1)) dhj) - (11(5 + 1)) dj 

TIas indicates that NN and FN do nor give 
weight to the entire populations of the similarity 
matrix whfle computing the new distance matrix 
after each fusion. In the nearest neighbour strategy, 
a member enters a ciuster at the similarity levei 
equal to the highest similarity between the candi- 
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TABLE 3. Similarity matrices for different similaiity measures with different standardization procedures using the data 
matrix presented ia Table 1. 

Locatons 
1 	2 	3 	4 	5 	6 	7 	8 	9 	10 	11 

I.M/K' 
1 0.00 0.33 0.22 	0.50 0.31 0.41 0.46 0.44 0.56 .0.60 0.79 

2 0.24 0.00 0.32 	0.55 0.38 0.46 0.51 0.47 0.49 0.60 0,77 

3 0.16 0.27 0.00 	0.30 0.19 0.29 0.32 0.42 0,41 0.54 0.76 

4 0.42 0.45 0.24 	0.00 0.38 0.39 0.33 0.62 0,42 0.62 0.86 

5 0.28 0.33 0.16 	0.29 0.00 0.14 0.23 0,26 0.29 0.36 0.58 

6 0.38 0.42 0.26 	0.35 0.12 0.00 0,15 0.27 0.24 0.28 0.51 

7 0.36 0.49 0.25 	0.30 0.17 0.09 0,00 0.41 0.23 0.35 0.56 

8 0.38 0.36 0.39 	0.56 0.24 0.22 0.31 0.00 0.49 0.26 0.38 

9 0.55 0.44 0.38 	0.36 0.24 0.19 0.17 0.28 0.00 0.30 0.50 

10 0.55 0.49 0.51 	0.60 0.33 0.27 0.33 0.18 0.24 0.00 0.23 
o 11 0.72 0.66 0.74 	0.83 0.56 0.49 0.52 0,38 0.45 0.21 0.00 

1 
II.E/K 
0.00 0.89 0.57 	1.40 1,04 1.32 1.27 1.37 1.83 2.05 2.56- 

2 1.29 0.00 0.91 	1,53 1.09 1.48 1.71 1.34 1.57 1.75 2.30. 

3 0.79 1.80 0.00 	0.86 0.59 0.93 0.79 1.33 1.38 1.48 2.43 

4 1.88 1.88 1.04 	0.00 1.13 1.23 1.08 1.98 1.45 2.07 2.96 

5 1.15 1.23 0.69 	1.32 0.00 0.41 0.62 0.89 0.89 1.24 2.03 

6 1.44 1.59 1.02 	1.39 0.48 0.00 0.30. 0.75 0.62 0.96 1.78 

7 1.56 1.78 1.02 	1.20 0.77 0.47 0.00 1.05 0.74 1.16 1.88 

8 1.61 1.67 1.44 	2.19 0.97 0.94 1.35 0.00 0.95 0.72 1.33 

9 1,90 1.76 1.49 	1.60 1.02 0.82 0.91 1.25 0.00 0.84 1,62 

10 2.20 2.15 1.74 	2.23 1.36 1.05 1.27 0.97 1.05 0.00 0.80 

11 2.85 2.69 2.61 	3.10 2.15 1.90 2.05 1.56 1.78 0.89 0.00 

M • MCD from Eq. 2 & E - Euclídean metric from Eq. 1 
K - I.d.k (upper triangla) hera M/K represents Eq. 9 

& E/K represents Eq. 6 
.& K - rk (lower triangle) here M/I( representa Eq. 10 

& E/K representa Eq. 8 
Eq. N° are es rçferred in Teble 2. 

date and any memberofthe cluster; that is, a single 
lirik at a given similarity levei is sufficient to allow 
entry to a cluster. The distance between a group 
and another individual is thusthe distance between 
the individual and the nearest member of the 
group. The distance between groups is similarly 
the distance between their nearest members. The 
farthest neighbour is the exact antithesis of 
single linkage grouping; fusions are based on the 
distance betwcen an entity and the most remote 
one in. a group or between the most remote entities 
iii twO groUps. 

Ia tbe rest of the strategies, the whole popula-
tion is taken into account; however, in the case of 
WPGMC, UPGMC, EB and IS, weiht is given to 
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the distance of a group that is currently formed a 
separate group while WPGMA and UPGMA 
considers the popuiation Ieft iii the similarity 
matrix after the new group. There is no need to 
consider the distance which has already formed a 
new group while computing the new distance, as 
for example d which relates to i and j is already 
taken into account ia the formation ofgroup ii. 

With UPGMA a candidate for entry to a cluster 
is adrnitted at a similaxity levei ecjual to the 
average sim.ilarity between the candidate and the 
existing measure of the cluster. As tbe similarity 
leveIs are lowered remaining entities join one or 
another of the clusters. Tbese procedures give an 
equal influence throughout the clustering process 
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to each individual. Iii the case ofUPGMA (centroid), 
fusion of an entity into a group or fusion of paira 
of groups dependa on the coordinates of the 
centroid. Groupa are fused on minimal distance 
between ccntroids. Gowers (1967) centroid 
method is perhaps the most attractive fusion 

Attributa 2 

t1rbute 1 

Graphical representation of different 
fushon strategies of ctustering 

Figura 4 

FIG. 4. Graphical representation of different fusiOfl 

atrategies of c(ustering. 

strategy from a geometric point of view taking 
luto account the position of all members of each 
group in determining fusion. However, its exact 
geometric representation is still not entirely 
satisfactory (Webster 1979). In centroid sorting, 
if a amail group fuses with a large one, it loses ira 
identity and new centroid may come to lie entirdy 
within the confines ofthc larger group. To indicate 
the individuality ofthe smaller group, it is desirable 
that group obtained after fusion should be inter-
znediate in position. Tbis is effected in WPGMC 
(or FB) sorting by regarding the groups as of unit 
size and obtaining a weighted median position 
after fusion (Clifford & Stephenson 1975). This 
strategy was apparently first suggested by Gower 
(1966) with a view to preventing large groups 
from dominating classifications to the exclusion of 
smaller groups. In WPGMA like WPGMC e qual 
weights are given to both groups irrespective of 
the number of entities in tlie individual groupa. 

IS has been proposed by several workerst 
Ward (1963) described it as an "error sum of 
squares" strategyl Anderson (1966) proposed it 

TABLE 4. Iflerarchical agglomerative-polythetic fusion strategies expresscd as flexible strategy of Lance & Willaxns. 

Fusion 	 Flexibla strategy para metera 

strategy 

NN 	0.5 	0.5 	0.0 	-0.5 

FN 	0.5 	0.5 	0.0 	+0.5 

IJPGMC 	i"k 	nJ/nk 	i 1ljk 	0.0 

WPGMC 0.5 0.5 -0.25 0.0 

UPGMA n/nk njlnk 0.0 0.0 
WPGMA 0.5 0.5 0.0 0.0 

FB 0.625 0.625 -0.25 0.0 
+ ni nh  + 

"j 'h 0.0 

nh+nk "h'k "h 1'k 

Reference(s) 

Sokal & Sneat (1963). Lance & Williams (1967a) 

Sorensen (1948), Sokal & Sneath (1963). McQuitty 
(1964), Lance & Williams (1961a). 
Sokal & Mjchener (1958), Gower (1967). Lance & 
Williams (1967a) 
Gower (1966, Lance&Williams(1967a) 

Sokal & Michener (1958). McOuitty (1964) 
Lance & Williams (1967a), McQuitty (1966, 1967) 

Lance & WiIIiamS (1967a) 

Ward (1963), Anderson (1966), Orloci (1967), Burr 
11968, 1970) 

	

dhk 	idhi +adhJ t3 +7dhi - dhJI 

$ NN. Nearest neidhbour;  FN. Farthest neighbour; FB. Flexible - -.25; 
IS - Incremental suma of $quares. 

	

"k 	flj 
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under the name of "minimum variance clustering" 
Orloci (1967) also developed the strategy under 
tlie " sum of squares method": and, finally Burr 
(1968, 1970) coined the term "incremental sums 
of squares". Squares of Eudidean distance is used 
as a distance measure and after uniting the pair 
of etements whose squared distance is miimum, 
subsequent entities are fused such tbat the sum of 
squared distances within a cluster increases by a 
minimum. flecause the total sum of squares is 
constant, if the sum of squared distances within 
a cluster increases minimaily, then it follows that 
the squared distance between clusters is increased 
mazirnally. 

Ward (1963) and Burr (1970) point out clus-
tering could be based on the minimum sum of 
squares within clusters resulting from each fusion 
than on mininiai increase of this value. Such a 
procedure frequently Ieads to absurd results and 
is not recomxnended (Clifford & Stephenson 1975). 
This clustering method may also be applied with 
otbcr dissimilarity measures. A method of clus-
tering allied to that just described is one in wMch 
there is a mininial increase in the variance (Wishart 
1969, Anderson 1971) rather than the sum of 
squares within a cluster at each step in the fusion 
cycle. Its formulation is given by Burr (1970); 
however, its properties are not well known. 

Comparative analysia 

Clusters were determined using the eight 
fusion strategies for the data rnatrix presented in 
Table 1 with three similarity measures obtained 
from (i) GM - Gower metric with 11-attribute 
data matrix, (ii) SEM - standardized Eucidean 
metric with 11-attribute data matriz and (iii) 

Eudidean metric with 7- attribute data 
matriz representing 7 principal coordinates from 
Gower's principal coordinate analysis. The resuits 
are presented in Fig, S.  

Using NN strategy the grouping under EM is 
poor. This is not improved much with the other 
two measures but the clarity is slightly better 
with GM. Using FN, groups formed under GM & 
SEM are similar to those under NN. Groups formed 
imder EM appear to be more reasonabie. Groups 
fomed under FE are anomalous while the groups 
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formed under UPGMA appear to be acceptable. 
Groups formed under WPGMA with GM are similar 
to UPGMA, but the groups formed under other 
two measures show misclassifications. Groups 
formed under UPGMC & WPGMC show some 
misclassifications. Groupa formed under IS with 
SEM & EM are similar and good. The groups 
formed under CM show poor clust era. 

The above restrIta suggest that the clusters 
£orrned under no two measures similar even under 
similar fusion strategies. The clusters formed under 
no two fusion strategies are similar. It generaily 
appears that the first order metric (Gower metric) 
with first order fusion strategy (UPGMA & WPGMA) 
is thc best while second order metric (Eudidean 

metric) with second order fusion strategy (IS) is 
the second best. 

Testa of ,ingnificanc. of resulta 

Beibin (1982) suggested a simple test to 
determine distortional cffects (Lance & Wil-
liams 1967 a e b, Williams et ai. 1970) calied 
the space distortion coefficlent (SDC) defined 
as the ratio of levei of last fusion (the maximum 
dissiniilarity as suggested by dendrograni - D 1 ) 

to iarge dissimilarity in the association ma-
tri D Le., D 1 /fl. Values around 0.6 
indicate space-conservation; while values lesa 
than 0.4 suggest strong-contraction and values 
greater than 0.9 indicate space-dilation. For thc 
exampie presented in Fig. 5, these estimates are 
presented in Table S. This table suggests that NN 
and UPGMC are space-contracting; tJPGMA, 
WPGMA & WPGMC are space-conserving and FN, 
FB and iS come under space-dilating strategies. 
However, according to Belbin (1982), UPGMC & 
WPGMC are space-dilating strategies, and Williams 
(1976a) and Sneath & Soical (1973) observed 
UPGMC as space-conserving strategy. A reasonable 
rule with regard to choice of strategy is to utilize 
only space-conserving strategy unlesa data suggests 
specific effects rnay assist interpretation of struc-
ture (Belbin 1982). Therefore, iii terms of space-
-conservation, IJPGMA, WPGMA & WPGMC are 
tbe more reasonable fusion strategies. These criteria 
however, do not specify the significance of clusters 
misclassification a. 
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It must be admitted tilat one of the biggest 
deficiencies of cluster analysis is the lacli of 
rigorous tests for the presence of clusters and for 
testing for the significance of clusters that are 
found (Lennington & Flalce 1974, Ling 1971, 
Sneath & Sokal 1973). Although some criteria 
have been proposed (Goodail 1966a, b), the 
main deficiences are the specification of suitable 
nuil hypothesis, the deterruination of the sampling 
distribution of distance (or similarity) between 
data points and tlie development of flexibie test 
procedure. 

Rohlf (1974) summarizes a number of different 
measures of comparing two dissimilarity matrices, 
however most are either difficult to interprct or 
rarely used or both (Belbin 1982). One measure 
listed by Rohif (1974) that is in common usage 
and simple to interpret is the Cophenetic correia-
tion coefficient (Sokal & Rohlf 1962). This measure 
compares the dissimilarities iniplied between ali 
individuais from the fusion tabie or dendrogram 
with those of the original measures of association. 
This is the Pearson's Product Moment correlation 
coefficient for observed (original) and expected 
(dendrograni) dissimilarities. As might be expected, 
tbe space-conserving strategies wouid, on average, 
produce the best correlation coefficient, because 
the correlation utilizes only haif its range (inverse 
reiationship should be non-existent). According 
to Belbin (1982), an alternative and simpier ap-
proach to this problem is to use Bray & Curtis 
(1957) measure and expressed as 

Fedelity. 	dikdjkj/E k 	dii) 

where Fidelity - O perfect match and 1 for complete 
mismatch, dili - value of kth comparison of original 
dissimilarity and dJk - value of kth comparison aí 
dendrogram. A disadvantage of this type ofmeasure 
is that it falIs to detect the difference between 
different structures; markedly different den-
drograms may produce the sarne fidelity value. 

Tabie 5 presents these two coefficients for alithe 
cases presented in Fig. S. From this table it is seen 
that iii terms of Bray & Curtis (1957) .value, UPGMA 
is the best fusion strategy witb ali the threc similar1-
ty rneasures and for the Cophenetic correlation 
coefficient, it is the best out of three for twa 
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measures using the 11-attributes and the second 
best using 7-attribute matrix (iii this case UPGMC 
shows slightly higher value). in terms of the Bray 
& Curtis (1957) value, the second best method is 
WPGMA with ali the three measures; however, in 
terms aí the Cophenetic correlation coefficient, 
UPGMC & WPGMC appear preferable to WPGMA. 
Even in the case of WPGMA, is is relatively high. 
The Bray & Curtis (1957) value inWPGMC appears 
to be superior to TIPGMC, T1ie Bray & Curtis 
(1957) value suggests that IS is the poorest strategy. 
Cophenetic correlation coefficient suggests that 
NN is the poorest strategy. Even though FE and 
WPGMC are quite similar functionally, they 
differ substantially. These results suggest, therefore, 
that first preference could be given to UPGMA foi-
lowed in order by WPGMA, WPGMC, UPGMC, 
FN, PB,NN,andflnally IS. 

Harbaugh & Merriam (1968) did not fmd any 
difference between the results obtained from 
standardized correlation coefficient or Eucidean 
distance using either UPGMA or NN in terms of 
structure iii geological studies. Boyce (1969) 
states that the overail patterns of relationship 
produced by alie UPGMA, WPGMA, WPGMC 
with measures of correlation are very similar 
and there are no topological differences be-
tween the dendrograms based on averages 
although alie leveIs at which corresponding 
stems join do differ. In agro climatic das-
sification studies, however, the levei at which 
tbe groups are found are very important. B.ussell 
(1978) u.sed Canberra metri' with FB fusion 
strategy to classify global climates. He used 16 
monthly rneasuied and derived. attributes. The 
classification, however, does noS distinguisli loca-
tions with very different cirnatic regions. For 
example, Bellary, a very dry location, is grouped 
with Hyderabad, Sholapur, and Vishakhaptnam, 
wetter locations. Similarly Poona with Jabalpur & 
Raipur; Bikener & Jodlipur, with Allaliabad; 
Dwaraka with Bombay. These results may reflect 
inappropriate attribute data as much as they do 
the classificatory method. 

Minimum spanning tre. 

The minimum spanning tree (MST) of a set of 
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TABLE S. coerricienu of compuison between different fusion strategies uslng different similaiity matrices with 

different types of attributes. 

Fusion stratagies 
Similarity' 

Coefficient $ 
metric 

NN 1N FB UPGMA WPGMA UPGMC WPGMC IC 

CM C .426 .540 .512 .744 .606 .672 .671 .508 

8 .336 .244 .272 .110 .150 .246 .199 .357 

s .302 1.000 1.070 .676 .728 .497 .658 1.320 

SEM C .407 .521 .567 .731 .592 .596 .635 .553 
B .269 .222 .262 .102 .140 .259 .186 .340 

5 .356 1.000 1,122 .703 .760 .375 .646 1.318 

EM C .218 .498 .455 .604 .463 .529 .513 .452 
B .216 .158 .231 .116 .136 .175 .156 .285 
S .363 1.000 1.039 .576 .810 .491 .685 1.246 

• CM - Gower metric; SEM - Standardizec (with S.D.) Euclidean metrlc; 
EM - Euclidean metrlc On the case of CM & SEM, the similarity matrices are computed from the data matrix In 

Table 1; while iri thõ case af EM thls Is obtained frorn the 7 principal coordinate data matrix) 

$ C • Cophenetic correlation coefficient; 8 	Bray-Curtis coefficient; 

S - Space distorsiori coefficient. 

NN - Nearest neighbour; FN - Fartliest neighbour; FB = Flexible - -0.25; IS - Incremental suma of squares. 

points is tlie network of minimum total length 
such that every point is joined by some path to 
every other point, and no closed loopa occur. 
Because of this character MST was treated as a 
separate classificatory procedure. Eventually n-1 
Iinks are required to connect n points. Severai 
methods of computing the MST are known, of 
which tbe algorithm of Prim (1957) is the most 
efficient (Ross 1969). Wrociaw Taxonomy (Florelc 
et ai. 1951) also uses the MST. The MST uses the 
similarity matrix. From theMST, the single linkage 
cluster analysis (NN) of Sneath can be computed 
directly (Gower & Ross 1969). 

MST can be derived more effidently than the 
corresponding dendrogram, and MST reveals not 
onty which pair or pairs of individuais are most 
alike, but also which pairs of individuais in dif-
ferent branches of the tree are most similar (Web ster 
1979). MST is thus a useful way of exploring the 
distribution of individuaIs in character space and 
complements ordination analysis. The disadvan-
tages of the MST is that it provides no information 
about how the various branches of the tree should 
lie relative to each other. This can be overcome for 
small trees by drawing the tree on the vector  

diagram provided by ordination results. Groupe 
so def'incd are not clusters in any taxonomic sense 
but are purely a device to lessen computation. 
MST will be unique if the input does not contam 
any identical simiiarities. MST may alio be used to 
checic tbe groups produced by au intensely clus-
tering strasegy for misclassification. 

DISCUSSION 

From the above presentation the most efficient 
way of grouping appears to be cluster analysis; 
the resuhs are generaily presented in t}ie form 
of dendrogram (Mayer et ai. 1953 introduced this 
term). Sneath & Sokal (1973) atate that"there are 
as yet no satisfactory methods for testing from the 
sirnilarity matrix itseifwhether clustering orordina-
tion is most appropriate aithough a higli Coplie-
netic correlation may suggest that dendrogram is 
a reasonable representation of well clustered 
distribution". li is sometimes possible to discard a 
method completeiy because the resulta appear 
nonsensical, but in others the choice of which 
is best can not readily be made. In taxonomy, an 
experienced worker can generaily detect an entity 
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which appears to have been misciassified. He can 
also judge good and bad ciassification. He inakes 
these judgements on the basis of experience and 
intuition which may not be easy to quantify or 
even verbalize. in the clustering technique, angles 
between branches are of no importance, but points 
of origin of branches are very important. Wiliiarns 
& Lance (1969) beileve that inadvertent chopping 
of continuous variation into somewhat arbitrary 
clusters does not usually damage the analysis 
irretrievably, because the continuity is generaily 
fairly evident. Clifford & Stephenson (1975) 
states that it is not always desirable to truncate 
each branch of a dendrogram at the sarne levei. In 
contrast, ordination may not describe sharp 
discontinuities if they can not be displayed in the 
first few dimensions. The major disadvantage with 
the ordination technique is the difficuhy in 
interpretation; the components or coordinates do 
not contain tlie physical meaning even though 
each component indicates the attributes that 
contributedsignificantly. MSTprovides no informa-
tion about how the various branches of the tree 
should lie relative to each othcr, therefore no clus-
ters are defined in any taxonomic sense. 

SUMMARY 

Based on the above discussions the sumrnary on 
the suitability of different methods for the classifi-
cation of climate is presented below: 

Merits and dameritsof graphical and numericaIprocedure 

Diversity is not only confined to data sets, 
but is a feature aiso ofprocedures that are involvcd 
iii ciassification. These vary from the traditional 

descriptive to the more modern computer based 
numericai techniques. Thcy differ i.n manyrespects. 
Eor example, iii the descriptive procedures, it is 
not possible to liandie many attributes sirnulta-
neously. The limit for a class or group in terms of 
attributes is prespecified at a discrete interval 
therefore, addition or removal of iocations will not 
alter the position of the location, while in the 
numerical techniques, this is not so. In the 
numerical procedures, no twa metliods give 
identical resuits while in the descriptive procedures 
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the attributes that define the ciass or group differ 
and tberefore so do associated groups unless the 
differentiating attributes are lineariy correiated. 
The internal homogeneity is low ix the descriptive 
procedures and relatively high in the numericai 
procedures. In the descriptive procedures the arca 
presents a continuum of an attribute or group of 
attributes or group or ciass and in the numerical 
procedures it presents discrete or discontintious. 
In the descriptive procedures the personai bias is 
more than numerical procedures. In both 
techniques, the differentiating characteristics ar 
criterion variables (attributes) used to form classes 
should contain the maximum possibie informa-
tion for better groups, i,e., clioice of attributes is 
critical for better classification. Because of these 
characteristics, in the broader zonation of world 
dliniates, the former is more useful and the Iatter 
is more usefulin thc finite grouping ofthese zones 
or in the agrodimatic classification. The major 
advantage of the numerical tecliniques over the 
descriptive methods is the case with which the at-
tributes can be integrated and group locations 
with ieast bias.The major wcakness ofthe numerical 
methods is that no two methods give identical 
resuks and there is no established procedure for 
choice of optinial metbod. Also, with the change 
of data type (i.e., qualitative or quantitative) the 
choice of methods differ substantially and hence 
in each case one lias to try all possible metliods 
and check whjch method is suitable for his data. 
This process is not only time consuming but 
costly. Finaily, the groups formed are to be 
validated subjectively since there is no formal test 
of homogeneisy of misclassification. 

Símilarty measure, for numerical (continuous) data set 

Among the several similarity measures (that are 
used in the integration of attributes), the twa that 
are commonly used ix numerical (continuous) 
data are distance measures and correlation coef-
ficient. Under the standardized and non-stand-
ardized distance measures Bray & Curtis (1957) 
and Canberra measures under the former involve 
at each stage only the pair of entities, wbile ix the 
case of Eucidean metric standardized by popula-
tion s,d. and mean character distance (MCD) 
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standardized by population range (Gower metric) 
considers entire population at each stage. Because 
ofthis, in the former group thc simiiarity ineasures 
of some pairs gain undue weightage; a disadvant age - 
the purpose of standardization is to bring the dif-
ferences into a uniform scale which is not achieved 
and as a result some groups get undue weight. 
Also applicability ofthe Canberra metric is !imited 
to posirive values. Some of the suggested modifica-
tionsto extend this procedure to both positive and 
negati've values appears ro be invalid. Even though 
both MCD standardizcd by range and Eucidean 
mctric standardized by s.d. are mathematically 
sound (obey the triangle inequality), tlieir 
magnitudes differ. This is because the former 
represents the first order absolute difference while 
the Iatter presents the second order squared 
(and its square root) difference. Correlation coef 
ficient is nor a correct measure to represent the 
true distance between any twa locations in terms 
of their attributes. It does not obey the triangle 
inequality and perfect correlation could occur 
between non-identical attributes. This tendency of 
correlation limits ita applicability when the 
extremes are highly correlated. 

New modes of standardization are in no way 
superior to the conventional procedures, i.e., 
first order differences (MCD) by population range 
and second arder differences (Euclidean metric) 
by s.d. ofpopulation. 

A weakness in the transformation of data to 
linearity is that this not oniy reduces the range of 
variation, but as in the Bray & Curtis (1957) and 
Canberra measures, undue weight is acquired by 
some pairs of measures. 

Therefore, in the case ofnumerical (continuous) 
data the two more appropriate similarity measures 
are standardized (with s4.) Euclidean metric of 
the second order differences, and Gower metric 
(MCD standardized by range) of the first order 
diffcrences. 

Applicability of numerical techniques for agroclimatic 
classificaS ion 

Among the three nurnerical classification 
pra cedures, namely ordination, minirnum spanning 
tree (MST) and clustering MST could be used as  

a check rather than as a sepüate classification 
procedure. 

Ordiriation 

Both principal component analysis (PCA) and 
principal coordinate analysis (PCO) under ardina-
tion are mathematically sound techniques. When 
the starting rnatrix consists of Eucidean distances, 
both give identicai resu.Its. This means mathema-
ticaily that both are similar, but PCO is more 
flexible in terms of sirnilarity measures. But both 
suffer from the sarne weakness; that is the difficui-
ty in interpretation, as coordin ates or components 
are difficult to interpret in physical terrns. A 
prablern associated with ordination (PCA or PCO) 
using both correlation or covariance is that the 
mean ofeach station record does not influence the 
levei af similarity between station records as these 
coefficients describe deviations about means. As a 
result, stations with highly different means could 
be seen as identical. Therefore, when the selected 
attributes of any pair of locations are highly cor-
reiated, irrespective of their magnitude, ordination 
(particuiariy PCA) is less suitabIe. Therefore, 
ordination is an exploratory rechnique rather than 
a technique for grouping or to obtain reasonable 
classes. Ordination can be used to generate new 
standardized attributes that are fewer in number 
and contain less noise than the original attributes. 
Also these explain. the maximum variance in the 
data set. These new attributes couid be used in 
the compuS ation of similarity matrix and then 
calculation of clusters. The new attributes can be 
used to describe the spatial distribution and to 
identify homogeneous zones with respect to first 
few coordinates. 

Cluster techniques 

Under clustering there are severa1 procedures 
existing in the literature. The most appropriate 
procedures for numericai (continuous) data ser 
are Jierarchical-nonoverlapping-agglomcrative-poly-
thetic techniques. Under these procedures there 
are eight fusion strategies, namely, NN, FN, 
UPGMC, WPGMC, UPGMA, WPGMA, IS, FB. 
The basic steps are similar in all of these, beginning 

Pesq, agropec. bras., Brasfila, 18(5):435-457, maio 1983. 



454 
	 S.J. REDDY 

with the inter-individual similarky or distance 
matriz the method fuse individuais or groups 
of individuaIs which are most similar and 
proceed from the initial stage of ali individuais 
under individual groups to the final stage in which 
ali individuais are in a singIe group. Out of tliese 
eight fusion strategies, two, namely NN and FN 
do not give weight to the entire population of 
sinillarity rnatrix, and these are respectively 
categorised as space-contracting and spacediIating 
strategies. WPGMC, UPCMC, FB and IS are biased 
by the distance of a group that is currently formed. 
UPGMA is mathematically simple and sound; 
and gives equal weight to ali the individuais iii a 
group. In UPGMC if small group fuses with a large 
one the small group loses its identity, While FB 
and WPGMC are mathematically similar, Efl is 
space-dilating strategy and on the contrary WPGMC 
is space-conserving strategy. IS and UPGMC are 
respectively space.diiating and space-contracting 
strategies. In terms ofspace-conservation, UPGMA, 
WPGMA and WPGMC are the more acceptabie 
fusion strategies. According to the Cophenetic 
correlation coefficient, NN is tbe least acceptable 
strategy. IS is the least acceptable strategy ac-
cording to the Bray & Curtis (1957) value while 
UPGMA is the most acceptable fusion strategy 
irrespective of similarity metric with WPGMA 
che second best. This is also true for the Cophenetic 
correlation coefficient under the niajority of 
similarity metric. The Cophenetic correlation 
coefficient suggests that UPGMC are superior to 
WPGMA while WPGMC is stili better than UPCMC. 
Therefore, according to these tests, tJPGMA is 
superior consistently over others. Ncxt in order 
comes WPGMA and WPGMC. 

Ali these tests emphasize the mathematically 
soundness ofdifferens fusion strategics, but do not 
address problems of the levei of misclassification 
lo the clusters as such. Sometimes it is possible to 
discard a rnethod completeiy because the results 
appear nonsensicai. This type of subjective test 
also suggested that UPGMA, then WPGMA are the 
two fusion strategies with Ieast misclassifications. 
Surprisingly, IS with Budidean metric also pra-
duced acceptabie clusters. This also emphasizes 
the fact that the above mentioned test procedures 
are not in fact tests for the testing of clusters. 

Pesq, agropec. bras., Brasilia, 18(5):435-457, maio 1983. 

However, lo IS the results are not consistent witb 
other similarity metric but also IS is not as sirnple 
a procedure mathematically as that of UPGMA. 
• Therefore, both mathematicaily and practically 

the preferred fusion scrategy for numerkal. (con-
tinous) data sets is UPGMA, followed with WPGMA 
the second preference. 

To make resulting groups more meaningfui for 
the interpretation of resuits as wdll as to facilitate 
the fitting of new location loto these groups, some 
leveI of subjective judge ment seems to be necessary. 

APPEN DIX 

Terminolo9y 

It is necessary to address some of the confusing 
terminoiogy that exists in the literature. 

According to Simpson (1961), systematics is 
tbe scientific study of the kinds and diversity of 
objects and of any and ali relationships among 
them taxonomy is the theoretical study of das-
sification, including its bases, principies, procedures 
and ruies; and classification is the ordering of 
objects into groups (or sets) on the basis of their 
relationsMps, that is, of their associations by 
contiguity, similarity, ar both. Therefore, taxono-
my is a part of systematics, and classification is a 
part oftaxonomy. Systematics cover wider aspects 
while the term classification is used in a restricted 
sense. Here the objects refer to climatic stations. 

Individuais or locations or entities (Sneath uses 
OTIJ - operationai taxonomic units) are the ele-
ments to be ordered or classified. Bach individual 
has a number of itenis of jnformation called 
attributes (Clifford & Stephenson 1975 and 
Williams 1976a present the detaiis on the types of 
attributes that are lis common use in taxonornic 
studies). Some arrange these juro twa categories, 
namely quansitative (continuous) and qualitative 
for the sake of simplicity. 

The term similarity measure or siniilarity 
coefficient or similarity metrie are synonymous. 
They invoive the integration of different attributes 
through a mathematical function to provide a 
similarity or diss{milarity parameter. With the cor-
relation coefflcient the highest value indicates 
dose similarity while lo the case of distance 
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measure the lowest distance represents the rnost 
similar, because it is inappropriate to compare 
differences in attributes with a range of 0.0 to 1.0 
with those with a range of 100 so 1000. The impor-
tance of bringing ali these to a single range of O to 
1 by a suitable method is emphasized, This process 
is known as stanclardization. 

Exclusive refers to a given element occurring in 
one class and one ciass only. Non.exclusive refers 
to a given element that may appear siinukaneously 
in more than one sub-class. Under intrinsic all 
attributes are regarded as equivalent wiiile iii the 
extrinsic an externa! attribute is declared in advance, 
Le. specification is given in advance about an at-
tribute. Agglomerative refers to a type ofclustering 
algorithin wIiich operates by successive grouping 
together of objects. Under monothetic, a class is 
defined by a single attribute while in the polythetic 
a class is defincd by more than one attribute. 
Monothefic classifications are those iii whicli the 
classes established differ by at least one property 
while in poiyshe;ic classification groups of indi-
viduaIs share a large proportion of their properties, 
but do not necessarily agree in any one property. 
Hierarchical re.fers to the process of optimization 
of a route between the entire population and the 
set of individuais of which it is composed while 
under non-hierarchical systems, the structure of 
the individual groups are optimized. Qustering 
is the formation of groups defined by hierarchical 
or non-hierarchicai methods. A method of cluster 
analysis is said to be stable if smail changes in the 
data lead to cominensurately small changes in 
the results. A dendrogram is the diagrarnatic 
ilustration of reiationships based on the degree of 
similarity. A nested-hierarchy permits grouping of a 
large number of taxonomie groups into fewer groups 
of higher rank. it is only when these groupings 
are rnutually exclusive that optimum resulta can 
be achieved (for exampie, a given class at a levei X 
can beiong to oniy one clasa A' at leve! X-1, and 
this ciass A' to only one clasa A» at level X-2, and 
ao on). Ordination refers to the disposition ofindi-
viduals in a reduced space defined by fewer aias 
than the original number of properties studied for 
tbose individuals. 

If the distance from other objecta contracta as 
the number of individuais in a group increases,  

this is known as a clustering stratégy. Space-dilating 
strategies produce the opposite effects; as groups 
grow iii size, they appear to recede from ali 
other objects, and the chance of more individuais 
joinirig that group diminishes. Space-conservation 
refers to a situation where contraction and dilation 
effects are not evident. 

Eigenvalue refers to the latent root of the data 
matrix (a scalar) and Eigenvector refers to the 
latent vector of the data rnatrix (a vector). Some 
of the terma like R. and Q- techniques; A- and 1-
space can be simplified by using rows as characters, 
the pairs for which asso ciation is to be examined 
and columns by the attributes. 
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